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1. Review of Lessons 1 and 2

 Today we are going to work a dataset that we compiled 

for this lesson, which is a compilation of key information 

from many different modules

 Let’s double-click to open lesson3.dta 

 How many observations are in this dataset? Count – 1,026

 What level do you think this data is? Household-level
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1. Review of Lessons 1 and 2

 Let’s quickly take a look at some of the variables:

 How many households have a female household head?

 tab hhh_female – 92 households (6.90%)

 The roof variable has been cleaned a bit. What is the 

variable telling us now? What are the categories?

 codebook roof – there are now 3 unique values or categories 

(thatched, metal, or other)



1. Review of Lessons 1 and 2

 Let’s quickly take a look at some of the variables:

 How about the new floor variable? What is the variable 

telling us now? What are the categories?

 codebook floor
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 Let’s quickly take a look at some of the variables:

 How about the new floor variable? What is the variable 

telling us now? What are the categories?

 codebook floor – tells us the type of material used to 

construct the floor of the main house); most individuals 

(568) have a floor made from Wild palm tree stem/strips, 

bamboo and pitipit (reed)/blind; followed by wood (494)



1. Review of Lessons 1 and 2

 The HAZ score of children under 5 years is going to be our 

key outcome variable today. 
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 The Household Dietary Diversity Score (HDDS) will be our 

main variable of interest today

 . This variable was constructed in Module 8.1 in the survey 

– let’s look at that module – let’s all turn to this module in 

the questionnaire.
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 To better understand nutrition and health outcomes of 

children in the survey sample, the 2023 PNG Rural 

Household Survey collected anthropometric measurements 

(height and weight) for all children under 5 years old in 

the survey sample. In doing so, the survey data allow for 

estimation of under-5 child statistics on undernutrition 

including stunting, wasting, and underweight indicators.

 To remove biologically impossible scores (extreme 

outliers), a child haz-score greater than 6 or less than -6 

was changed to missing, in accordance with World Health 

Organization’s (WHO) standards.
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1. Review of Lessons 1 and 2

 To better understand nutrition and health outcomes of children in the 
survey sample, the 2023 PNG Rural Household Survey collected 
anthropometric measurements (height and weight) for all children 
under 5 years old in the survey sample. In doing so, the survey data 
allow for estimation of under-5 child statistics on undernutrition 
including stunting, wasting, and underweight indicators.

 To remove biologically impossible scores (extreme outliers), a child 
haz-score greater than 6 or less than -6 was changed to missing, in 
accordance with World Health Organization’s (WHO) standards.

 A higher haz-score indicates healthy growth outcomes

 What do you think the minimum and maximum values are for the 
variable haz? -5.94 and 5.9

 How can we check? codebook haz OR sum haz
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figure? 
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 Let’s see what the distribution of haz looks like:

 hist haz

 What can we learn from this 

figure? Majority of children aged 

5 or less in the surveyed areas 

have haz-scores that falls below 

0 (WHO growth standard). A 

negative haz-score indicates that 

a child is shorter than WHO 

growth standard. (We have a 

bell-shaped curve)
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 We have some continuous data in this dataset

 Examples: landholdings and household size (hhsize)

 Household size (hhsize) variable was generated by us, but 

landholdings is the raw data (directly reported by 

respondents)

 Frequently, raw continuous data can be messy. For example:

 Input errors

 Question wording confusion

 Best guesses

1. Review of Lessons 1 and 2
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1. Review of Lessons 1 and 2



 Many times there are notable outliers in raw, continuous data

 Outlier – an observation very different from all other 

observations

 What’s a good way to check landholdings for outliers?

1. Review of Lessons 1 and 2



 Many times there are notable outliers in raw, continuous data

 Outlier – an observation very different from all other 

observations

 What’s a good way to check landholdings for outliers?

 sum landholdings, det

1. Review of Lessons 1 and 2



 Many times there are notable outliers in raw, continuous data

 Outlier – an observation very different from all other 

observations

 What’s a good way to check landholdings for outliers?

 sum landholdings, det

1. Review of Lessons 1 and 2



 Many times there are notable outliers in raw, continuous data

 Outlier – an observation very different from all other 

observations

 What’s a good way to check landholdings for outliers?

 sum landholdings, det

1. Review of Lessons 1 and 2

The median 

is 1.05, but 

the max is 

19.55!



 Many times there are notable outliers in raw, continuous data

 Outlier – an observation very different from all other 

observations

 What’s a good way to check landholdings for outliers?

 sum landholdings, det

 hist landholdings

1. Review of Lessons 1 and 2



 Many times there are notable outliers in raw, continuous data

 Outlier – an observation very different from all other 

observations

 What’s a good way to check landholdings for outliers?

 sum landholdings, det

 hist landholdings

1. Review of Lessons 1 and 2

0
.1

.2
.3

.4
.5

D
e

n
s
it
y

0 5 10 15 20
Size of all landholdings in hectares



 Many times there are notable outliers in raw, continuous data

 Outlier – an observation very different from all other 

observations

 What’s a good way to check landholdings for outliers?

 sum landholdings, det

 hist landholdings

1. Review of Lessons 1 and 2

Very positively 
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large obs. on the 

righthand side)
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 Everyone has a different preference for handling outliers

 Let’s change all values greater than the 99th percentile to the 

median

 First, let’s check the median and the 99th percentile again

 sum landholdings, det

 Median: 1.05

 99th percentile: 8.0824
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 HINT: it combines a code we use every time we open a new 
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 How can we check how many observations are above the 99th 

percentile (8.0824 hectares)?

 HINT: it combines a code we use every time we open a new 

dataset, with “if”

 count if landholdings>8.0824

 12 observations in landholdings are greater than the 99th 

percentile (8.0824 hectares)
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 How can we change these observations to the median (1.05 

hectares)? 

 Replace landholding=1.05 if landholdings>8.0824

 How many observations were changed? 12 observations

1. Review of Lessons 1 and 2



 Now let’s see what the new distribution looks like

1. Review of Lessons 1 and 2



 Now let’s see what the new distribution looks like

 hist landholdings

1. Review of Lessons 1 and 2



 Now let’s see what the new distribution looks like

 hist landholdings

1. Review of Lessons 1 and 2

0
.2

.4
.6

D
e

n
s
it
y

0 2 4 6 8
Size of all landholdings in hectares



 Now let’s see what the new distribution looks like

1. Review of Lessons 1 and 2

 hist landholdings

 Still positively skewed, but 

now the figure only goes up 

to 8 hectares – before it 

was over 20!
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 Let’s see how correlated our variable of interest (haz) is with 
household real daily consumption expenditure variable (ex_r).

 Code: pwcorr haz ex_r 

 This only tells us the correlation coefficient between the two 
variables

 Remember that a correlation coefficient equal to 0 is the 
weakest linear relationship, and a correlation coefficient equal 
to 1 or -1 is the strongest linear relationship

 A positive coefficient means that as one variable increases, the 
other increases, whereas a negative coefficient means that as 
one variable increases, the other decreases
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 pwcorr haz ex_r

 What is the correlation 

coefficient? 0.1194

 Is this a strong or weak 

coefficient? Weak 

 Is this a positive or negative 

coefficient? Positive

2. Correlations



 Even though this coefficient is 

very weak, how can we 

interpret this?
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 Even though this coefficient is 

very weak, how can we 

interpret this?

 Households with higher 

consumption expenditure are 

associated with children being 

less likely to be too short for 

their age.
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 We can also look at how significant a correlation coefficient 
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 We can also look at how significant a correlation coefficient 

is, by adding the “sig” option to the pwcorr code

 Code: pwcorr haz ex_r, sig

2. Correlations

 What is the p-value? 0.0000 

 Is this significant? Yes 



2. Correlations

 This p-value is saying that we 

can only be 100% confident 

(100-0.0000) that the 

correlation coefficient 

between haz and ex_r is 

significant



2. Correlations

 This p-value is saying that we 

can only be 100% confident 

(100-0.0000) that the 

correlation coefficient 

between haz and ex_r is 

significant

 Usual significance cut-offs are

 90% confidence (p-value=0.1)

 95% confidence (p-value=0.05)

 99% confidence (p-value=0.01)
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 Another way to look at this relationship between haz and ex_r 

is to create a scatterplot

 Code: scatter haz ex_r

2. Correlations

 It looks like there may be a 

positive relationship, but we 

can also create a ‘line of best 

fit’ to see how positive and 

strong the relationship is -5
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 Code: twoway (scatter haz ex_r) (lfit haz ex_r)
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 Code: twoway (scatter haz ex_r) (lfit haz ex_r)
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3. T-Tests



 The most frequently used t-tests are two-sample t-tests

 These tell us whether one variable (e.g. haz) is significantly 

different between two groups in the data (e.g. whether or 

not a chlild under 5 years eat meat, eggs or poultry in the 

last 24 hours)
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 Code: ttest haz, by(meat_poul_fish_C)

 What does this output tell us?
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 Code: ttest haz, by(meat_poul_fish_C)

 How many observations do not eat meat, poultry or fish?

 224 children aged 2 to 5 years do not eat meat, poultry or fish 
in the last 24 hours.
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 The average haz for each group
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 Code: ttest haz, by(meat_poul_fish_C)

 Which group has a higher average haz-score?

 Children aged 2 to 5 years who eat meat, poultry or fish in the 
last 24 hours have higher haz (-1.64 compared to -1.95)
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 Code: ttest haz, by(meat_poul_fish_C)

 Standard error, standard deviation, and 95% confidence 

interval of the haz of each group
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 Code: ttest haz, by(meat_poul_fish_C)
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 Code: ttest haz, by(meat_poul_fish_C)

 Do the two confidence intervals overlap?

 No – the max for “no” is -1.755 and the min for “yes” is -1.801
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 Code: ttest haz, by(meat_poul_fish_C)

 T-statistic and the degrees of freedom
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 3 different p-values
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mean of Group 2
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mean of Group 2
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 Code: ttest haz, by(meat_poul_fish_C)

 What is the p-value for whether the mean of Group 1 is less 
than the mean of Group 2

 P-value is 0.0090

3. T-Tests



 Code: ttest haz, by(meat_poul_fish_C)

 This means that we can say with more than 99% confidence that the mean 
height-for-age z-score of children aged 2 to 5 years who eat meat, poultry or 
fish in the last 24 hours is larger than the mean height-for-age z- score of 
children aged 2 to 5 years who do not eat meat, poultry or fish in the last 24 
hours.

3. T-Tests



 Now let’s see if children under 5 year belonging to households 

with a youth household head have significantly different child 
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 ttest haz, by(hhh_mature)

 Which mean is higher? 
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 ttest haz, by(hhh_mature)

 Which mean is higher? Children under 5 years belonging to a 

mature headed households have higher average haz-score
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 ttest haz, by(hhh_mature)

 What is the p-value that the mean of children under 5 years coming from 
youth headed households is less than that of children under 5 years coming 
from mature headed households? Is it significant?

 P-value=0.1278 – it is not significant at the 90% level or above
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 Now we are going to move on to our final analysis – an 

ordinary least-squares (OLS) linear regression

 Let’s just start with one independent variable (the one that 

we used in our correlations – ex_r)

 Code: regress haz ex_r

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r

4. Ordinary least-squares (OLS) linear 

regression

       _cons    -1.650508    .083504   -19.77   0.000    -1.814325   -1.486691

        ex_r     .0052426   .0012079     4.34   0.000      .002873    .0076121

                                                                              

         haz        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

                                                                              

       Total    4003.11264     1,304  3.06987166   Root MSE        =    1.7402

                                                   Adj R-squared   =    0.0135

    Residual    3946.05972     1,303  3.02844184   R-squared       =    0.0143

       Model     57.052925         1   57.052925   Prob > F        =    0.0000

                                                   F(1, 1303)      =     18.84

      Source         SS           df       MS      Number of obs   =     1,305

. regress haz ex_r



 regress haz ex_r

 So what does this output show us?

4. Ordinary least-squares (OLS) linear 

regression

       _cons    -1.650508    .083504   -19.77   0.000    -1.814325   -1.486691

        ex_r     .0052426   .0012079     4.34   0.000      .002873    .0076121

                                                                              

         haz        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

                                                                              

       Total    4003.11264     1,304  3.06987166   Root MSE        =    1.7402

                                                   Adj R-squared   =    0.0135

    Residual    3946.05972     1,303  3.02844184   R-squared       =    0.0143

       Model     57.052925         1   57.052925   Prob > F        =    0.0000

                                                   F(1, 1303)      =     18.84

      Source         SS           df       MS      Number of obs   =     1,305

. regress haz ex_r



 regress haz ex_r

 Anova Table – sum of squares, degrees of freedom, and mean 

squares

4. Ordinary least-squares (OLS) linear 

regression

       _cons    -1.650508    .083504   -19.77   0.000    -1.814325   -1.486691

        ex_r     .0052426   .0012079     4.34   0.000      .002873    .0076121

                                                                              

         haz        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

                                                                              

       Total    4003.11264     1,304  3.06987166   Root MSE        =    1.7402

                                                   Adj R-squared   =    0.0135

    Residual    3946.05972     1,303  3.02844184   R-squared       =    0.0143

       Model     57.052925         1   57.052925   Prob > F        =    0.0000

                                                   F(1, 1303)      =     18.84

      Source         SS           df       MS      Number of obs   =     1,305

. regress haz ex_r



 regress haz ex_r

 Overall model fit - number of observations, F-statistic, R-

squared, etc.

4. Ordinary least-squares (OLS) linear 

regression

       _cons    -1.650508    .083504   -19.77   0.000    -1.814325   -1.486691

        ex_r     .0052426   .0012079     4.34   0.000      .002873    .0076121

                                                                              

         haz        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

                                                                              

       Total    4003.11264     1,304  3.06987166   Root MSE        =    1.7402

                                                   Adj R-squared   =    0.0135

    Residual    3946.05972     1,303  3.02844184   R-squared       =    0.0143

       Model     57.052925         1   57.052925   Prob > F        =    0.0000

                                                   F(1, 1303)      =     18.84

      Source         SS           df       MS      Number of obs   =     1,305

. regress haz ex_r



 regress haz ex_r

 Parameter estimates – coefficient, standard error, t-statistic, 

p-value, and 95% confidence interval for all independent 

variables (right now we only have 1 IV)

4. Ordinary least-squares (OLS) linear 

regression

       _cons    -1.650508    .083504   -19.77   0.000    -1.814325   -1.486691

        ex_r     .0052426   .0012079     4.34   0.000      .002873    .0076121

                                                                              

         haz        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

                                                                              

       Total    4003.11264     1,304  3.06987166   Root MSE        =    1.7402

                                                   Adj R-squared   =    0.0135

    Residual    3946.05972     1,303  3.02844184   R-squared       =    0.0143

       Model     57.052925         1   57.052925   Prob > F        =    0.0000

                                                   F(1, 1303)      =     18.84

      Source         SS           df       MS      Number of obs   =     1,305

. regress haz ex_r



 regress haz ex_r

 Does this p-value look familiar at all?

4. Ordinary least-squares (OLS) linear 

regression

       _cons    -1.650508    .083504   -19.77   0.000    -1.814325   -1.486691

        ex_r     .0052426   .0012079     4.34   0.000      .002873    .0076121

                                                                              

         haz        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

                                                                              

       Total    4003.11264     1,304  3.06987166   Root MSE        =    1.7402

                                                   Adj R-squared   =    0.0135

    Residual    3946.05972     1,303  3.02844184   R-squared       =    0.0143

       Model     57.052925         1   57.052925   Prob > F        =    0.0000

                                                   F(1, 1303)      =     18.84

      Source         SS           df       MS      Number of obs   =     1,305

. regress haz ex_r



 regress haz ex_r

 Does this p-value look familiar at all? It’s the same as from 

our correlation (pwcorr haz ex_r, sig)

4. Ordinary least-squares (OLS) linear 

regression

       _cons    -1.650508    .083504   -19.77   0.000    -1.814325   -1.486691

        ex_r     .0052426   .0012079     4.34   0.000      .002873    .0076121

                                                                              

         haz        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

                                                                              

       Total    4003.11264     1,304  3.06987166   Root MSE        =    1.7402

                                                   Adj R-squared   =    0.0135

    Residual    3946.05972     1,303  3.02844184   R-squared       =    0.0143

       Model     57.052925         1   57.052925   Prob > F        =    0.0000

                                                   F(1, 1303)      =     18.84

      Source         SS           df       MS      Number of obs   =     1,305

. regress haz ex_r



 regress haz ex_r

 Does this p-value look familiar at all? It’s the same as from 
our correlation (pwcorr haz ex_r, sig)

 A regression with only 1 independent variable is essentially a 
correlation

4. Ordinary least-squares (OLS) linear 

regression

       _cons    -1.650508    .083504   -19.77   0.000    -1.814325   -1.486691

        ex_r     .0052426   .0012079     4.34   0.000      .002873    .0076121

                                                                              

         haz        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

                                                                              

       Total    4003.11264     1,304  3.06987166   Root MSE        =    1.7402

                                                   Adj R-squared   =    0.0135

    Residual    3946.05972     1,303  3.02844184   R-squared       =    0.0143

       Model     57.052925         1   57.052925   Prob > F        =    0.0000

                                                   F(1, 1303)      =     18.84

      Source         SS           df       MS      Number of obs   =     1,305

. regress haz ex_r



 Now, let’s try adding some more variables 

4. Ordinary least-squares (OLS) linear 

regression



 Now, let’s try adding some more variables 

 What else might be associated with child height-for-age z-

score?

4. Ordinary least-squares (OLS) linear 

regression



 Now, let’s try adding some more variables 

 What else might be associated with household dietary 

diversity?

 Let’s use ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature and hhh_female as our independent 

variables (IVs).

4. Ordinary least-squares (OLS) linear 

regression



 Now, let’s try adding some more variables 

 What else might be associated with household dietary 
diversity?

 Let’s use ex_r safewater improvedtoilets_vs1 advice2 
landholdings hhh_mature and hhh_female as our independent 
variables (IVs).

 Code:

4. Ordinary least-squares (OLS) linear 

regression



 Now, let’s try adding some more variables 

 What else might be associated with household dietary 

diversity?

 Let’s use ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature and hhh_female as our independent 

variables (IVs).

 Code: regress haz ex_r safewater improvedtoilets_vs1 

advice2 landholdings hhh_mature hhh_female

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 What types of variables are the IVs in this regression?

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 What types of variables are the IVs in this regression?
codebook ex_r

codebook safewater

codebook improvedtoilets_vs1

codebook advice2

codebook landholdings

codebook hhh_mature

codebook hhh_female

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 What types of variables are the IVs in this regression?
codebook ex_r – numeric/continuous

codebook safewater – categorical dummy variable (0/1)

codebook improvedtoilets_vs1 - categorical dummy variable (0/1)

codebook advice2 - categorical dummy variable (0/1)

codebook landholdings – numeric/continuous

codebook hhh_mature - categorical dummy variable (0/1)

codebook hhh_female - categorical dummy variable (0/1)

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 What types of variables are the IVs in this regression?
codebook ex_r – numeric/continuous

codebook safewater – categorical dummy variable (0/1)

codebook improvedtoilets_vs1 - categorical dummy variable (0/1)

codebook advice2 - categorical dummy variable (0/1)

codebook landholdings – numeric/continuous

codebook hhh_mature - categorical dummy variable (0/1)

codebook hhh_female - categorical dummy variable (0/1)

 All of these variable types are ready to go straight into the 

regression

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 
landholdings hhh_mature hhh_female

 Are any of these variables significant?

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 landholdings hhh_mature hhh_female

 Are any of these variables significant? 

 ex_r is significant at the .01 level 

 safewater is significant at the .05 level 

 improvedtoilets_vs1 is significant at the .01 level 

 ddvice2 is significant at the .05 level

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 How can we interpret the coefficient on ex_r, knowing that it’s significant?

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 Because ex-r is a continuous variable, the coefficient says that the marginal effect of one 
additional increase in daily real consumption expenditure increases the child’s haz-score 
by 0.0046. (The coefficient is 0.005), keeping all other factors constant.

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 How can we interpret the coefficient on improvedtoilets_vs1, knowing that it’s significant?

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 Because improvetoilets_vs1 is a dummy variable, the coefficient says that if children under 5 

years belong to a households that have access to improved toilet infrastructures, the haz-

score will increase by 0.36. (The coefficient is 0.36).

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 How can we interpret the coefficient on safewater, knowing that it’s significant? (with 95% 

confidence)

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 Because safewater is a dummy variable, the coefficient says that if children under 5 years 

belong to a household that treats their water before drinking, their haz-score will increase 

by 0.079.

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 How can we interpret the coefficient on advice2, knowing that it’s significant? (with 95% 

confidence)

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female

 Because advice2 is a dummy variable, the coefficient says that if children under 5 years 
belonged to a household that received extension on appropriate nutrition for pregnant 
women, their haz-score will increase by 0.190. (The coefficient is 0.1907452)

4. Ordinary least-squares (OLS) linear 

regression



 Now, let’s add province. What type of variable is province?

4. Ordinary least-squares (OLS) linear 

regression



 Now, let’s add province. What type of variable is province?

 codebook prov – categorical/numeric/byte

4. Ordinary least-squares (OLS) linear 

regression



 Now, let’s add province. What type of variable is province?

 codebook prov – categorical/numeric/byte

 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female province

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female province

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female province

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 
landholdings hhh_mature hhh_female province

 How would we interpret the coefficient on “province”?

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 
landholdings hhh_mature hhh_female province

 How would we interpret the coefficient on “province”?

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female province

 For every one unit increase in province, the haz-score of 

children under 5 years increase by 0.063…

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 landholdings 
hhh_mature hhh_female province

 For every one unit increase in province, the haz-score of children under 5 
years increase by 0.063…

 This doesn’t make sense because province isn’t a continuous variable or a 
dummy!

4. Ordinary least-squares (OLS) linear 

regression



 To fix this, we can put “i.” in front of “province” (or any 

categorical variable)

4. Ordinary least-squares (OLS) linear 

regression



 To fix this, we can put “i.” in front of “province” (or any 

categorical variable)

 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female i.province

4. Ordinary least-squares (OLS) linear 

regression



 To fix this, we can put “i.” in front of “prov” (or any 

categorical variable)

 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female i.province

 This now turns province into 14 dummy variables for the 

regression (dropping one category to avoid collinearity)

4. Ordinary least-squares (OLS) linear 

regression



 To fix this, we can put “i.” in front of “prov” (or any 

categorical variable)

 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female i.province

 This now turns province into 14 dummy variables for the 

regression (dropping one category to avoid collinearity)

 Stata automatically chooses the category with the lowest value 

to drop (it will become the comparison group)

 The lowest value in “province” is 1=ARoB 

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female i.province

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female i.province

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 
landholdings hhh_mature hhh_female i.province

 Are any of the new province dummy variables significant?

4. Ordinary least-squares (OLS) linear 

regression



 regress haz ex_r safewater improvedtoilets_vs1 advice2 landholdings 
hhh_mature hhh_female i.province

 East New Britain, Western, Gulf, Oro and Milne Bay province are significant 
(when compared to ARoB)

4. Ordinary least-squares (OLS) linear 

regression

d

dd

dd



 regress haz ex_r safewater improvedtoilets_vs1 advice2 landholdings 
hhh_mature hhh_female i.province

 This means that holding the effect of these other IV constant, children under 5 years in ENB Province 
have an average HAZ-score that is 0.931 higher than haz score of children under 5 years in ARoB. 

4. Ordinary least-squares (OLS) linear 

regression

d



 regress haz ex_r safewater improvedtoilets_vs1 advice2 landholdings hhh_mature hhh_female i.province

 Similarly, holding these other variables constant, children under 5 years in Gulf province have an average HAZ-score 
that is 1.29 higher than children under 5 years in ARoB, children under 5 years in Milne Bay province have average HAZ-
score that is 1.14 higher than children under 5 years in ARoB and children under 5 years in Oro and Western province 
have a HAZ-score that is 1.16 and 1.27 higher than children under 5 years in ARoB respectively.

4. Ordinary least-squares (OLS) linear 

regression

d

d



 Let’s run one more regression, with more IVs 

4. Ordinary least-squares (OLS) linear 

regression



 Let’s run one more regression, with more IVs 

 regress haz ex_r safewater improvedtoilets_vs1 advice2 

landholdings hhh_mature hhh_female i.province

4. Ordinary least-squares (OLS) linear 

regression



4. Ordinary least-squares (OLS) linear 

regression



4. Ordinary least-squares (OLS) linear 

regression

 What’s significant?



4. Ordinary least-squares (OLS) linear 

regression
 What’s significant?
 East New Britain, Milne Bay, Oro, Gulf, 

Western province have p-values=0.000.

 This means that holding the effect of these 
other variables constant, children under 5 
years in Western Province have an average 
HAZ-score that is 1.30 higher than children 
under 5 years in ARoB. 

 Similarly, holding these other variables 
constant, children under 5 years in Gulf 
province have an average HAZ-score that is 
1.29 higher than children under 5 years in 
ARoB, children under 5 years in Milne Bay 
province have average HAZ-score that is 1.14 
higher than children under 5 years in ARoB 
and children under 5 years in Oro province 
have a HAZ-score that is 1.16 higher than 
children under 5 years in ARoB.
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